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1 Introduction

Economists and policymakers rely on survey-based forecasts to gauge expectations about fu-

ture economic conditions (e.g., Rudebusch, 2002; Orphanides and Williams, 2002, 2007; Patton

and Timmermann, 2010; Manzan, 2011, 2021; Almås et al., 2024; Caplin, 2025), yet traditional

approaches to gathering these predictions face fundamental constraints.

First, surveys are costly to conduct, which leads to less frequent data collection.2 Second,

their static design constrains researchers and policymakers; existing questions cannot be easily

altered, new questions are challenging to introduce, and establishing time series for any new

questions is complicated by the lack of historical data. Third, while personal characteristics

of forecasters can significantly influence macroeconomic predictions (e.g., Benchimol et al.,

2022; Huang et al., 2022; Kay et al., 2023), the standard practice of maintaining forecaster

anonymity obscures our ability to study these individual-level effects and their role in formation

of expectation. These limitations may reduce the effectiveness of surveys in informing economic

models and policy.

Because large language models (LLMs) function as advanced prediction engines that can

mimic multiple aspects of human cognition (e.g., Suri et al., 2024; Niu et al., 2024), they can

potentially address these challenges. Indeed, recent work shows that LLMs can reliably simulate

economic agents and produce outputs that align with human reasoning (e.g., Argyle et al., 2023;

Horton, 2023; Fedyk et al., 2024; Kazinnik, 2023; Zarifhonarvar, 2024). These models not only

replicate human cognitive patterns but also exhibit human-like traits, including predictable

errors (Koralus and Wang-Maścianica, 2023; Hayes et al., 2024), distinct personalities (Jiang

et al., 2023), and systematic biases in probabilistic judgment (Zhu and Griffiths, 2024).

Building on these strengths, we propose a novel simulation framework that replicates the

Survey of Professional Forecasters (SPF) using LLMs together with detailed profiles of its par-

ticipants. The SPF plays a central role in informing policy makers,3 serves as a key benchmark

2 For example, the Survey of Professional Forecasters (SPF) is conducted only quarterly.
3 The SPF is used as a benchmark to the Federal Reserve staff projections in the Tealbook. See, e.g., the latest

published Tealbook associated with the December 2018 FOMC meeting at the Board of Governors’ website.
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for evaluating forecast accuracy in academic research,4 and is the longest-running publicly

available forecasting project, providing a rich dataset of forecasts on key macroeconomic indi-

cators (Croushore, 1993). To build our simulation framework, we start by constructing forecaster

personas using hand-collected individual-level data.5 We then deploy a suite of LLM-based

forecaster personas that generate predictions using the same real-time data and survey frame-

work as the human SPF participants.

Empirically, we show that while human and AI-generated forecasts are similar, AI-generated

forecasts often outperform human experts in accuracy. For example, AI-generated predictions

of real GDP and unemployment rate are statistically significant improvements over human

forecasts providing more accurate forecasts in 63-81% of the surveys from 1990 Q1 to 2023

Q4. We also show that including information on individual forecaster characteristics, real-time

macroeconomic data, and past SPF median forecasts in the LLM prompt is key to achieving

accurate AI forecasts. For example, mean absolute errors for real GDP increase by 4-15%

when excluding personal characteristics, 8-37% when excluding real-time data, while omitting

past median SPF forecasts leads to a much larger increase of 53–757%. Our findings indicate

that, with relevant human-generated inputs, LLMs can serve as a powerful tool for generating

economic surveys for use in economic research and policy-making. LLMs should thus be

considered as tools that augment, rather than substitute, human forecasters.

We interpret these results in a framework of human and AI forecasting problems inspired

by Kleinberg et al. (2018). Humans bring both observable (e.g., unemployment statistics) and

unobservable (e.g., intuition and context) information to their judgments, but can still make

inaccurate predictions due to cognitive biases and limitations—even as professional forecast-

ers. By contrast, traditional machine learning algorithms rely solely on observable data as they

cannot process the subtle signals that humans can detect. However, algorithms are typically

better than humans at exploiting the information and statistical patterns in the observable data.

4 See Diebold et al. (1997); Giordani and Soderlind (2003); Engelberg et al. (2009); Manzan (2011); Clements (2014);

Rossi and Sekhposyan (2015); Clements and Galvão (2017), among many others.
5 Although SPF panelists are anonymized in published datasets, the Philadelphia Fed acknowledges most of their

participants by listing their names on its website. We use these names to build out identities based on publicly

available information.
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Generative AI models, such as LLMs, bridge this divide by learning from vast amounts of text,

allowing them to approximate aspects of human intuition without directly accessing unobserv-

able factors. As a result, they can approximate the benefits of human insight without directly

accessing all unobservable factors. This process can be further optimized by incorporating hu-

man inputs such as forecaster characteristics and past SPF forecasts to improve their predictive

accuracy. In this way, LLMs can combine the benefits of algorithms and humans to generate

forecasts that are more accurate than human forecasts. In particular, LLMs can extract latent

information encoded in past human forecasts while avoiding systematic biases and noise that

contaminate human forecasts.

By including personal characteristics, our framework aims to provide a more realistic rep-

resentation of how individual differences affect forecasting. Although a number of economic

theories—such as the full-information rational expectations (FIRE) model—assume that agents

are homogeneous in their expectations and process information rationally, empirical evidence

shows that both household and professional forecasters differ widely in their predictions

(Mankiw and Reis, 2002; Maćkowiak and Wiederholt, 2015; Bordalo et al., 2020; Gabaix, 2020;

Andre et al., 2022; Huang et al., 2022). These differences are driven at least in part by in-

formational frictions, behavioral biases, and diverse subjective models. We capture forecast

heterogeneity by explicitly incorporating individual forecaster characteristics into our simula-

tion.

This approach also complements recent research on LLMs as economic agents, which suggests

that language models, and their biases, are significantly influenced by the roles they are asked to

play. In particular, Bybee (2023) demonstrates that LLMs not only simulate expectations but also

systematically replicate certain types of errors. In addition, a number of existing studies (e.g.,

Cook and Kazinnik, 2024; Fedyk et al., 2024; Zarifhonarvar, 2024) explore how assigning specific

roles to LLMs affects their decision-making processes and outputs in economic simulations.

Our work also contributes to the emerging literature on the application of LLMs in economic

forecasting. For instance, Faria-e Castro et al. (2023) show that LLMs like Google’s PaLM can

generate inflation forecasts that often outperform the SPF. Alam et al. (2024) generate real-time
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macroeconomic forecasts using an LLM with AI-simulated forecast.6 Our approach is different,

as we produce macroeconomic forecasts at the individual level and incorporate forecaster

characteristics and structured real-time data into the simulation. This integration allows us

to replicate not only the numeric predictions but also the behavioral tendencies of individual

forecasters.

The use of computational techniques to represent individual behavior is not a new idea in eco-

nomics. Our approach differs from traditional methods like agent-based modeling (ABM).7 Un-

like traditional ABM agents, which rely on predefined rules and have limited decision-making

capabilities, LLM-simulated agents can adapt and make nuanced decisions in complex social

simulations.8 While this increased complexity can enhance performance, it also introduces

challenges related to consistency and robustness. To address these challenges, we carefully val-

idate our results. We replicate our simulation using a number of LLM configurations, including

a suite of GPT, Llama, and Deepseek models under both deterministic and stochastic settings, in

order to assess the impact of model architecture and randomness on forecast accuracy. We also

vary the definition of the forecaster persona within a fixed prompt structure to isolate the effects

of framing on the model’s predictions.9 We show that LLMs struggle to recall historical data

but are more accurate when forecasting based on structured inputs; nonetheless, to mitigate

look-ahead bias we restrict the models to using only the information that was available at the

time of forecasting. Finally, we report findings from an out-of-sample evaluation using data

from 2024, i.e., after the cut-off date of the training data sample.

The rest of the paper is organized as follows. Section 2 outlines our framework for under-

standing AI and human forecasting. Section 3 details the structure and institutional context

of the SPF. We describe how we extract information on the participants in the SPF panel and

outline our methodology for generating synthetic forecasts using LLMs in Section 4. Section

6 The authors built an interactive dashboard displaying these forecasts in real time: https://

aiinflationexpectations.org/

7 See Axtell and Farmer (2022) for a comprehensive review of agent-based modeling in economics and finance.
8 Chopra et al. (2024) discuss the performance of heuristic (ABM) agents versus LLM agents in predicting disease

waves and unemployment.
9 These robustness exercises are discussed in more detail in the appendix.
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5 describes the results, and Section 6 provides a discussion of these results in the light of our

framework. Section 7 concludes.

2 A Framework of Human and AI Forecasting

Consider the problem of forecasting a vector of economic variables H periods ahead, denoted

by yt+H . We assume that the true forecasting process is governed by a function f that depends

on two types of information available at time t: observable data xt and unobservable factors zt,

plus an unpredictable zero-mean error εt+H :

yt+H = f
(
xt, zt

)
+ εt+H . (1)

The unobservable factors zt represent any additional information that can help predict yt+H but

is not captured by xt. This may include private insights, tacit domain knowledge, internalized

heuristics, and intuition.

Humans can access both observable and unobservable information. However, they process

this information imperfectly, which introduces an error term ∆i,t (varying over individuals i

and time t). The human forecast of yt+H is therefore described by:

hi,t = f
(
xt, zt

)
+∆i,t, (2)

where ∆i,t is not assumed to have zero mean and hence may incorporate systematic bias.

Algorithms, by contrast, can only access xt, but they process xt efficiently:

mt = E
[
f
(
xt, zt

)
| xt

]
. (3)

This represents traditional algorithmic forecasting using machine learning techniques. We,

however, employ LLMs, which form expectations in a nondeterministic manner when used

in a typical, sampling-based decoding mode. To capture this, we introduce an AI-specific

expectations operator EAI(·):

mAI
t = EAI

[
f
(
xt, zt

)
| xt

]
. (4)
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The relative accuracy of human versus AI forecasters depends on the size of the human bias

∆i,t relative to the approximation error,

∆AI
t = mAI

t − f(xt, zt). (5)

One way to reduce the approximation error is to bridge the gap between the limited data xt

available to the algorithm and the unobservables considered by human forecasters. We could

do this by including past median human forecasts in the information set available to the AI

forecaster:

mAI
t = EAI

[
f
(
xt, zt

)
| xt, h̄t−1

]
, (6)

where the lagged median human forecast h̄t−1 is defined as:

h̄t−1 = median
(
h1,t−1, h2,t−1, . . . , hN,t−1

)
= f

(
xt−1, zt−1

)
+ median

(
∆1,t−1, ∆2,t−1, . . . , ∆N,t−1

)
= f

(
xt−1, zt−1

)
+ ∆̄t−1. (7)

Since f(xt−1, zt−1) is common to all forecasters, the median essentially reflects the true past

signal plus a median bias, ∆̄t−1. The bias term is partly determined by personal characteristics

of forecasters, such as experience, education, age, and area of expertise. Let these characteristics

be represented by a vector wi,t
10. We decompose the bias as:

∆i,t = γ
(
wi,t

)
+ ei,t, (8)

where ei,t represents the residual bias not captured by wi,t.

Altogether, the AI forecasting problem can then be expressed as:

mAI
i,t = EAI

[
f
(
xt, zt

)
| xt, f

(
xt−1, zt−1

)
+ ∆̄t−1, wi,t

]
(9)

10 While most personal characteristics tend to remain constant over time, they can be time-varying, e.g., a forecaster

obtaining an advanced degree or changing employment. We therefore include a subscript t in the characteristic

vector.
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and involves an approximation error given by:

∆AI
i,t = mAI

i,t − f(xt, zt). (10)

The AI forecaster accesses measured data along with the past median human forecast and a

set of personal characteristics. The lagged human median forecasts - although imperfect and

contaminated by biases and noise - contain information about zt because this information is

available to humans. The AI model leverages these forecasts as proxies for the unobserved

factors. The inclusion of personal characteristics helps the model learn the systematic patterns

that vary across forecasters.

Finally, we stress that AI forecasters are therefore not given an advantage over humans in

our framework. On the contrary, humans have access to more information given by zt than

AI forecasters, including the potential use of sophisticated forecasting models that help them

exploit patterns in the data.

3 The Survey of Professional Forecasters

The Survey of Professional Forecasters is a quarterly survey of U.S. economic experts, initially

launched in 1968 by the American Statistical Association and the National Bureau of Economic

Research and conducted by the Federal Reserve Bank of Philadelphia since 1990.11 Response

deadlines typically fall mid-quarter.12 Although the survey form has evolved over time, with

eight updates from 1999 to 2023, its core structure remains intact.

3.1 Forecast Variables

As of 2024, the SPF collects point forecasts for 23 economic variables at nine horizons: the current

quarter (nowcast), one to four quarters ahead, the current year, and one to three years ahead.

The point forecasts are divided into three sections: Section 1: U.S. business indicators, Section 2:

Real GDP and its components, and Section 3: CPI and PCE inflation, and they are summarized

in Table 1. Altogether, these variables cover a wide range of indicators with different properties,

11 Complete information and documentation are available through the Federal Reserve Bank of Philadelphia (link).
12 See the full schedule of deadlines and release dates here.
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including both growth rates and levels. The survey also asks respondents to assign probabilities

to potential changes in real GDP, the GDP price index, the unemployment rate, and CPI and

core CPI inflation rates, along with long-term CPI and PCE inflation projections. In this paper,

we focus on the point forecasts for the current quarter and one to four quarters ahead, covering

the period from 1999 to 2023.13

Table 3 summarizes the descriptive statistics of the forecast variables in Section 1-3. The data

is from the real-time macroeconomic data set from the Federal Reserve Bank of Philadelphia,

which we format to match the data transformations in the SPF.14 The heterogeneity across

variables is vast: absolute mean values vary between -0.21 (e.g., core PCE inflation rate) and

138,530 (e.g., non-farm payroll); some variables are restricted to the positive domain (e.g.,

housing starts), while others can take negative values (e.g., real net exports); some exhibit high

variance (e.g., inflation rates), others less (e.g., industrial production); some are thin tailed (e.g.,

real GDP), while others are leptokurtic (e.g., core PCE inflation); autocorrelation coefficients

ranges from practically zero (CPI inflation) to 0.85 (GDP price). Forecasting variables with

wildly different properties may pose a challenge for both human and AI forecasters.

3.2 The SPF Panel

SPF panelists are typically considered a benchmark for attentive and rational agents, drawing

on extensive data analysis, quantitative models, and professional judgment to produce forecasts

as part of their roles. Most panelists have substantial experience in macroeconomic forecast-

ing.15 Panelists work in diverse environments: some at forecasting firms, others at banks or

financial institutions; the panel also includes chief economists from industry trade groups and

manufacturers, as well as academics specializing in forecasting methods.

Although SPF panelists remain anonymous, the individual-level dataset includes each fore-

caster’s industry classification (“financial” or “non-financial” service provider) and identifiers

13 For our out of sample exercise, we focus on 2024.
14 For example, percent changes are calculated per the SPF definition:

[(
Xt

Xt−1

)4

− 1

]
× 100.

15 New forecasters are recruited via the SPF Call for Participants and undergo a trial period, during which submis-

sions are checked for conceptual accuracy. For more details, see the Philadelphia Fed’s website.
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that allow researchers to track forecasts across rounds. This anonymity protects forecasters’

professional interests and encourages honest, unbiased forecasts without concern for repercus-

sions.16 The SPF panel composition changes over time as respondents join or leave, and some

may skip certain questions, resulting in an unbalanced panel. Since the Philadelphia Fed took

over the survey in 1990, the average panel size has been fluctuating around forty participants

(see Figure 2).

Forecasters use various methods to produce predictions. Stark (2013) shows that most rely on

quantitative models but adjust for current conditions and recent trends, often supplementing

their models with subjective beliefs. Methods also vary by forecast horizon; for instance, the

model for predicting current-quarter GDP may differ substantially from that used for forecasting

average GDP growth over five years.

3.3 Who Are the Forecasters on the SPF Panel?

Although SPF panelists are anonymized in published datasets, the Philadelphia Fed acknowl-

edges most of their participants by listing their names on its website.17 Many panelists also

share their participation on social media or professional platforms.

We start by compiling forecaster names from Philadelphia Fed acknowledgments. Using these

names and publicly available information, we construct a unique dataset of individual forecaster

characteristics. We create detailed personas for each forecaster by gathering key background

information, including education, job titles, affiliated organizations, alma mater, degrees, and

professional roles. When available, we also include organization locations, countries of origin,

and social media presence. For country of origin, we consider indicators like high school

location on profiles such as LinkedIn.18 We describe these characteristics in Table 2.

Empirical research shows that personal backgrounds strongly influence people’s behavior and

16 While we have access to the forecasters’ names, they are not disclosed in this paper to preserve their anonymity.
17 A screenshot of such acknowledgments is provided in Figure 1.
18 We assume that attending high school in a particular country shapes formative perspectives, influencing forecasts.

Most participants are American, but our data includes enough variation to make the country-of-origin variable

relevant. Special thanks to Nicole Lindsay for this idea.
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beliefs. For example, individuals who experienced the Great Depression are often more cautious

with financial risk (Malmendier and Nagel, 2011), while those who experienced hyperinflation

may avoid risky assets (Fajardo and Dantas, 2018). Salle et al. (2023) and Malmendier and

Nagel (2016) also show that memories and personal experiences of inflation shape inflation

expectations. Geography and institutional affiliation could also impact forecasting approaches

(Batchelor, 2007; Hong and Kacperczyk, 2010).

As Figure 3 shows, panelist tenure varies widely, with some contributing for over 25 years and

others for shorter periods, adding both established and fresh perspectives. Figure 4 provides

an overview of the SPF panel over the past 20 years, showing a diverse group with varied edu-

cational backgrounds, roles, and affiliations. Gender distribution has seen slight improvement

over time, though men remain the majority. Most panelists are from the USA, with some Eu-

ropean and Asian representation . While public engagement remains limited, more forecasters

now use social media platforms like Twitter (X) and grant interviews. Most panelists hold a

Ph.D. in Economics or Finance; the share of Master’s degree holders has remained steady, while

Bachelor’s and MBA/MPA degrees are less common. Chief Economists and Economists pre-

dominate, though consultants and analysts are increasingly visible. Affiliations span consulting

firms, universities, and asset management; consulting and academia remain prominent, while

commercial banking has declined in favor of investment banking and asset management. Figure

5 shows sector distribution over time, with the panel divided into Financial, Non-Financial, and

Unknown categories. From the late 1990s to 2024, financial sector representation has notably

increased.

4 Simulating the SPF with LLMs

We use the information described in the previous section to create personalized profiles that

mirror human participants, and generate synthetic forecaster personas (AI forecasters) using

an LLM prompt. To mimic the environment of the human SPF forecasters, we also include

real-time information and past SPF median forecasts in the prompt. Using the prompt and

a choice of LLM, we simulate the SPF by generating point forecasts of each of the synthetic
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forecasters for each quarter from 1999 Q1 to 2023 Q4.19

4.1 Models

We use a set of LLMs to run the simulated survey. For our main analysis, we use the GPT-4o

mini.20 Our choice of GPT-4o mini follows from a series of preliminary experiments comparing

model performance and consistency. Using CPI inflation as a test case, we evaluated three

model architectures (GPT-3.5, GPT-4, and GPT-4o) under different temperature settings—zero

temperature for deterministic outputs, default temperature (1.0) for balanced generation, and

high temperature (>1.5) for increased variability. Given the architectural similarities between

GPT-4o and GPT-4o mini, we selected GPT-4o mini as our primary model.21 Our implementa-

tion uses an AI agent built with the OpenAI Assistants API to handle tasks like query responses,

and additional data processing.22

4.2 Prompt Design

The prompt, shown in Prompt 1, assigns the model the role of an SPF panel member, forecasting

on a specified date. AI forecasters provide numeric forecasts for the current quarter (t) and

the next four quarters (t + 1 to t + 4), formatted as instructed. They also include a brief 1-

2 sentence explanation of their predictions.23 The goal is for the AI forecasters to use the

available information and their professional judgment to predict how key economic variables

will evolve in the near future, without considering any data beyond the current point in time.

This restriction is specifically emphasized in the prompt.

19 We also consider the most recent year 2024 Q1 to 2024 Q4 in an out-of-sample exercise testing the model on a

sample extending beyond its training data.
20 We conduct a robustness check using GPT-3.5 and GPT-4. The results are similar to our main analysis and are

described in the appendix. This choice provides a balanced representation across model generations: GPT-3.5 as

a baseline older-generation model, GPT-4 as a frontier model, and GPT-4o mini as a latest model implementation.
21 Temperature is a parameter that controls the randomness of the model’s outputs.
22 At the time of this writing, the Assistants API are typically used for complex, multi-tool tasks.
23 These instructions are given via system prompt.

12

https://platform.openai.com/docs/assistants/overview


We automate the generation of forecast queries and gather responses from an AI assis-

tant. Each query incorporates forecaster details—such as education, job title, and organization

type—to create personalized predictions of economic variables for future quarters. To replicate

the SPF process as closely as possible, we also provide our AI forecasters with a data environ-

ment that is as close as possible to that of human forecasters. This data environment includes

past median SPF forecasts and real-time macroeconomic data, both provided by the Federal

Reserve Bank of Philadelphia from two datasets.

5 Results

This section presents our empirical results.24 With two sets of forecasts (human and AI) for

five forecasting horizons across more than 20 variables, the amount of results is massive. We

therefore report results for selected horizons only, and we mainly focus on four key variables in

our descriptions of the results: the CPI inflation rate, 3-month Treasury bill rate, unemployment

rate, and real GDP index. We choose to focus on these four economic variables because they

are both relevant for policy and diverse in their economic dynamics. They cover key aspects

of the economy - price stability, interest rates, labor market conditions, and overall economic

output. This provides a comprehensive test of the language model’s ability to simulate human

forecasting behavior across different dimensions of economic activity.

5.1 Comparing AI and Humans

First, we evaluate how closely AI and human forecasts are aligned. Figure 6 compares AI and

human median forecasts over time for the one- and four-quarter horizons for the CPI inflation

rate, 3-month Treasury bill rate, unemployment rate, and real GDP index. The figure shows

strong alignment between human and AI forecasts, particularly for unemployment and real

GDP. The largest discrepancy appears in CPI inflation, where AI forecasts respond more to the

business cycle at short horizons. Another notable difference occurs with the four-quarter ahead

24 Forecasts are winsorized at the median ±3 standard deviations of the realized data to exclude potential erratic

LLM answers. Winsorization only impact the “recall” results in Table 8.l
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3-month Treasury bill rate during the zero-lower bound period, where human forecasts predict

a lift-off, while AI forecasts stay at the lower bound until the 2015 rate hike cycle.

We next compare consider the comparison of individual-level forecasts. Since the SPF is

anonymized, we cannot match individual-level AI and human forecasts. Instead, we focus

on the distributions of individual-level forecasts. Figure 7 shows density plots of individual

forecasts for all forecasters for the following key periods: 1999 Q1 (earliest observation), 2008

Q3 (Global Financial Crisis), 2020 Q2 (COVID-19 pandemic), and 2023 Q1 (latest survey with

four-quarter ahead realizations). Each plot is centered around realized values. In some cases,

the distributions of human and AI forecasts align almost perfectly, see, e.g., the one-quarter

ahead forecast of the unemployment rate and real GDP in 2008 Q3 and most of the 1999 Q1

forecasts. In addition, the dispersion of forecasts of real GDP in 2020 Q3 is unusually high for

both AI and human forecasts. In other cases, there are notable differences, see, e.g., one-quarter

ahead forecasts of the CPI inflation rate in 2008 Q3 and 2020 Q2 and the unemployment rate

forecasts in 2020 Q2. The extent to which human and AI forecasts distributions align is thus

highly dependent on the variable, forecast horizon, and quarter. We also note that there is no

clear pattern on whether humans and AI are more or less aligned during uncertain times such

as 2008 Q3 and 2020 Q2.

For a more formal comparison, Table 4 compares distributional moments via two panels

representing a one-quarter-ahead and a four-quarter-ahead horizon. Rather than focusing

solely on central tendencies (e.g., median), we look at differences using multiple moments

of the forecast distributions: the median, quartiles, mean, standard deviation, skewness, and

kurtosis. For each horizon, we report differences across our sample of forecasting variables

along with randomized tests of the statistical significance of their differences.25

The results in Table 4 reveal statistically significant distributional gaps between AI and human

forecasts. Key differences in the table highlight that divergences between human and AI

25 Randomization tests assess whether the difference between human and AI forecasts is larger than what is expected

to arise by chance. The method involves pooling and shuffling forecasts into random pseudo-groups, repeatedly

recalculating distributional differences (e.g., mean, median) 10,000 times to generate a null distribution. If the

actual observed difference is more extreme than most shuffled differences, it is deemed statistically significant.
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forecasts are not limited to simple level shifts. For instance, a negative median difference for

indicators like nominal and real GDP suggests that one group’s forecasts consistently lie lower

than the other’s, while differences in the quartiles reveal disparities in the lower and upper tails

of the forecast distributions. Variations in standard deviation indicate differences in forecast

dispersion. Moreover, significant differences in skewness and kurtosis point to contrasting

distribution shapes, i.e., while central measures might be relatively similar for some variables

in the sample, the forecasts differ markedly in terms of asymmetry and tails. These differences

are most noticeable in the four-quarter-ahead forecasts, where greater variation in dispersion

and shape suggests that uncertainty and disagreement grow over longer forecasting periods.

While most of the differences in distributional moments are statistically significant, some are

not significant in an economic sense. For example, the median CPI inflation forecasts differ

by just 30 basis points (one quarter ahead) and one basis point (four quarters ahead), which is

small relative to the median of 2.5 as reported in Table 3. Other moments of the CPI inflation

forecast distributions are, however, economically different, see, e.g., skewness and kurtosis.

In sum, even when human and AI forecasts appear similar, the underlying distributional

characteristics may vary considerably, with divergences becoming more marked as the forecast

horizon extends. This shows that humans and AI forecasters might have similar centers for

some forecasts but differ greatly in whether they expect outliers, how spread out the forecasts

are, or which side the forecast distribution is skewed toward. Next, we evaluate which type of

forecaster—human or AI—is more accurate.

5.2 Evaluating Forecast Accuracy

In this section we compare the performances of human and AI forecasters. Our goal is to

compare the size of the human bias ∆i,t relative to the AI approximation error ∆AI
i,t .

Table 5 compares the mean absolute errors (MAEs) of AI-generated versus human predictions

across all economic indicators over three forecast horizons—nowcast and one and four quarter(s)

ahead. AI forecasts generally outperform human forecasts, particularly at forecasting variables

for one-four quarters ahead. At the nowcasting horizon, the results are mized and mostly

statistically insignificant. For example, the AI-generated four-quarter ahead forecasts of the 3-
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month Treasury bill rate achieve an MAE of 1.15, which is a statistically significant improvement

over the human MAE of 1.21. The corresponding nowcast MAE is higher for AI compared with

human forecasts, but the difference is not statistically significant.

This comparison is based on averages across all survey quarters. Table 6 shows the percentage

of surveys where AI forecasts are more accurate than human forecasts with boldfaced values

above 50%. The results show that AI forecasts exhibit superior accuracy more frequently than

human forecasts across nearly all variables and horizons. For example, the four-quarter ahead

forecast of the 3-month Treasury bill rate is more accurate for AI than for humans in 60% of the

surveys, which is statistically significant from 50%.

Finally, we compare forecast accuracy among the best performing human and AI forecasters.

Specifically, for each variable and forecasting horizon, we identify the AI and human forecasters

that achieve lowest MAEs on average across all survey quarters. We report the MAEs for these

best forecasters in Table 7. These results represent an upper limit for the accuracy attainable by

human and AI forecasters, respectively. Our results suggest that even the best human forecasters

are outperformed by AI both in forecasting and nowcasting across most variables.

5.3 The Role of Prompt Inputs

We have shown that while AI and human forecasts are qualitatively similar, they differ quantita-

tively. Moreover, AI forecasts tend to outperform human forecasters. Our framework in Section

2 attributes these result to the AI-specific expectations operator EAI(·), which uses patterns

learned from the training data to form predictions, along with the conditioning information

given in the LLM prompt, i.e., forecaster characteristics, real-time data, and past forecasts. In

this section, we evaluate the roles of these inputs for forming expectations. Specifically, we com-

pare several variations of “stripped-down” AI forecasters to the baseline that is fully informed,

i.e., has access to all three information types.

We begin by simulating forecasts for a “generic” forecaster that omits forecaster characteris-

tics. Prompt 2 illustrates this setup, in which the model relies on real-time data, past median

SPF forecasts, and pre-trained knowledge. Next, we construct another scenario with the same

generic forecaster but without access to real-time data, shown in Prompt 3. In this case, the
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model can only draw on past median SPF forecasts along with its pre-trained knowledge,

thereby mimicking a professional forecaster who lacks timely data releases. Finally, we con-

sider a setup without any inputs so that the model only relies on its training data. This setup is

shown in Prompt 4.

Table 8 compares the accuracy of these variants to the baseline results using all information,

see Prompt 1. The table reports MAEs as ratios of baseline MAEs, where values of one indicate

performance on par with the fully informed benchmark and values above one indicate worse

performance than the baseline. For the “generic” variant (i.e., no forecaster-specific traits but

with real-time data and past median SPF forecasts), MAE ratios remain near one for most

variables and horizons, suggesting only a slight loss in accuracy relative to the baseline. In

addition, the MAE ratios are usually not statistically different from one. In the context of our

framework, the AI forecasters lose some ability to account for systematic biases (the component

γ(wi,t) in the bias term) when forecaster characteristics are omitted, but retains much of the

forecasting ability due to information coming from real-time data and past median SPF forecasts

approximating h̄t−1. Therefore, forecasting performance only degrades slightly when omitting

characteristics.

In contrast, removing real-time data often pushes the ratios further above one, showing a

clearer deterioration in forecast quality. Eliminating both real-time data and past median SPF

forecasts is associated with even higher MAEs ratios, and we can typically reject that these

ratios are equal to one with less than one percent p-values. For some variables, the loss in

performance is extreme. For example, the four-quarter ahead forecast of real GDP is 53%

worse compared with the baseline, whereas the nowcast is worse by a factor greater than seven.

Eliminating these pieces of information means the AI must rely on its pre-trained knowledge

without current context or the valuable proxy for zt. In the framework, this is equivalent to

conditioning only on an incomplete information set, leading to a larger approximation error

and thus much higher MAEs.

Overall, the performance of AI forecasters becomes progressively worse as more inputs are

stripped away from thee prompt. Particularly past median SPF forecasts strongly contribute to

predictive accuracy. Hence, these results confirm that providing forecaster characteristics, real-
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time data, and past SPF forecasts meaningfully improves the quality of AI-generated economic

predictions.

5.4 Are LLMs Forecasting or Recalling?

In this section, we address and rule out an alternative explanation for why AI forecasters might

outperform humans: the possibility that our AI forecasters inadvertently use future information

to inform their forecasts.

Limiting large language models to use only information from a specific time period is a

challenging task. LLMs generate output based on learned patterns, which gives the impression

of generating content, even though the underlying knowledge comes repeating the patterns

from previously seen data (Gurnee and Tegmark, 2023). This could be problematic when

attempting to simulate real-time forecasts, as historical or future data that would not have been

available to human forecasters at a given point in time might influence the model’s predictions,

leading to what is known as “temporal leakage.”26

To deal with this issue, we apply several mitigation strategies to limit temporal leakage and

improve the realism of simulated real-time forecasts. First, the models are explicitly instructed

to focus on the data available up until the survey date, with prompts designed to emphasize

the importance of ignoring future trends. This approach aimed to condition the model to act

as a human forecaster with limited knowledge of future events. Second, real-time data are

segmented to match the exact information that would have been available to human forecasters

at the time of their predictions. This ensures that LLMs are not inadvertently provided with

future data, helping to reduce the risk of temporal leakage.

To further check for contamination by temporal leakage, we prompt the model to recall—

rather than forecast—the actual values of our macroeconomic variables for each survey quarter,

see Prompt 5 for details. The final column in Table 8 shows the MAEs from this recall exercise

as ratios of the baseline nowcast MAEs. The accuracy drops considerably, with MAEs ratios

26 The term “temporal leakage” is often used to describe all forms of time-related data contamination, including

lookahead bias.
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often surging into double-digit numbers.27 For example, the LLM recalls the values real GDP

with a MAE that is 38 times larger than the baseline nowcasting MAE.

Finally, we test forecast accuracy in a genuine out-of-sample exercise on 2024 Q1-Q4 data,

which excludes the training data sample and therefore removes concerns of temporal leakage

by construction. Tables 9 and 10 report MAEs for respectively median and best forecasts for

the nowcasts and one- and two-quarter-ahead forecasts.28 The results are mixed: the median

human forecasts often outperform AI, but the AI survey has generally lower forecasting errors

when considering only the best AI and human forecasters. We note that these conclusions are

based on just a few quarters of observations, and it is therefore difficult to establish statistical

significance due to lack of power.

6 Discussion

Human and AI forecasters differ largely in how they process information. Humans incorporate

unobservable insights zt directly into their judgment, enabling them to adapt to unforeseen

shocks or structural changes. This reflects a dual process of cognition: a rapid, intuitive System

1 that quickly identifies patterns and a slower, deliberative System 2 that carefully integrates

broader context and qualitative signals (Kahneman, 2003). However, even with this nuanced

approach, human forecasts are susceptible to individual biases ∆i,t. By contrast, AI models

primarily process the observable data xt. Their operation is akin to a System 1 process—fast,

automatic, and heavily reliant on historical data patterns.

In our framework, the relative accuracy of human versus AI forecasts depends on the mag-

nitude of human bias ∆i,t relative to the AI approximation error, ∆AI
i,t . Our results indicate

that ∆AI
i,t < ∆i,t, but only when AI models are enriched with lagged human forecasts h̄t−1

and forecaster characteristics wi,t. Our empirical results thus reinforce the framework’s central

27 We note that these results are achieved after removing outliers given by forecasts that are more than three standard

deviations away from the median. Without removing outliers, the MAE ratios are often in the magnitude of

thousands.
28 At the time of writing, we cannot evaluate the performance of four-quarter forecasts due to lack of realized data

values.
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claim: accurate forecasting relies on integrating both observable data xt and proxies for the

unobservable factors zt. We show that including lagged human forecasts (a proxy for zt) and

forecaster-specific characteristics helps the AI better approximate the function f(xt, zt), thereby

reducing forecast errors. The sensitivity of the MAE ratios to the removal of inputs makes it

clear that integration of real-time data and credible proxies for unobservable human insights is

key. This integrated approach effectively narrows the gap between the algorithm’s conditional

expectation (which is limited to xt) and the full, nuanced human forecast (which benefits from

zt).

The evidence suggests that a hybrid system where AI models are enriched with lagged hu-

man forecasts h̄t−1 and forecaster characteristics wi,t can effectively combine the strengths of

both approaches. Such an integrated framework holds promise for improving macroeconomic

forecasting by mitigating the data-bound limitations of AI while compensating for the biases in-

herent in human judgment. This approach leverages the rapid, pattern-recognition capabilities

of System 1 alongside the reflective, context-sensitive insights of System 2.

It is a remarkable result that we can beat human forecasters by prompting an LLM with rel-

evant inputs. After all, by using professional human forecasters rather than, e.g., households,

we set the bar for clearing human performance high. In addition to experience and relevant

education, these forecasters typically have access to sophisticated forecasting models, which are

not provided to the AI model. However, even if LLMs are not specialized in time series fore-

casting per se, they have been trained on a massive corpora that includes past economic data,

discussions of macroeconomic dynamics, news articles about recessions and expansions, policy

announcements, and more. By prompting the LLM with relevant, up-to-date data we effectively

leverage these learned patterns, enabling the LLM to combine fresh data with its broad back-

ground knowledge about how certain variables tend to move together or respond to shocks.

Given this, we argue that LLMs can support policymakers, researchers, and practitioners in

analyzing macroeconomic trends, contributing to more informed decision-making.

20



7 Conclusion

In this paper we simulate the forecasting process of the Survey of Professional Forecasters using

LLMs integrated with real-time data, historical forecasts, and hand-collected forecaster-specific

characteristics. Our empirical results reveal that AI and human forecasts are qualitatively sim-

ilar, but AI-generated forecasts often achieve superior accuracy compared to human forecasts.

We show evidence that the improved accuracy of AI forecasts relative to humans stems from

the AI model’s ability to extract latent information from past human forecasts.

Our approach addresses traditional survey limitations, such as high costs, infrequent data,

and bias, while offering better insights into forecasting behavior. The results of our study sug-

gest that LLMs could serve as powerful tools for enhancing macroeconomic nowcasting and

forecasting frameworks and as a laboratory for pre-testing and refining hypotheses related to

experimental treatments. For example, by incorporating high-frequency data sources like news

headlines or social media trends, LLMs have the potential to generate dynamic, real-time now-

casts that can adapt quickly to new information. Our approach can also be applied to examine

the impact of different FOMC communication strategies on the formation of expectations, as

well as their influence on disagreement and uncertainty. Combining LLMs with human exper-

tise could further boost the accuracy and reliability of long-term economic forecasts. Building

on Schoenegger et al. (2024), who demonstrate that ensembles of LLMs can rival the perfor-

mance of human crowds, a promising approach is that of “hybrid wisdom”—where human

domain knowledge and generative AI work together.
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Figures

Figure 1: Example of forecaster acknowledgments
The figure shows an example of acknowledgments to forecasters who contributed to recent Federal Reserve Bank of
Philadelphia surveys.
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Figure 2: Number of forecasters in the SPF panel over time
The figure shows the number of human and AI forecasters in the SPF panel over time. The number of human
forecasters is averaged across variables and forecasting horizons.
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Figure 3: Duration of participation of each forecaster individual forecaster in the SPF panel over time

The figure tracks the duration of individual forecasters’ participation in the SPF panel, ranging from a few years to
over 25 years. It shows a mix of long-term participants and those with much shorter tenures.
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Figure 4: Characteristics of the SPF panel over time
The figures show the characteristics of the AI SPF panel over time: (a) gender, (b) graduation year, (c) continent of
origin, (d) public appearance; on next page: (e) education level, (f) education field, (g) affiliation type, and (h) job
title.
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Figure 4: Characteristics of the AI SPF panel over time (continued)
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Figure 5: Distribution of sectors across the human SPF panel over time
The figures show the characteristics of the human SPF panel categorized into financial and non-financial sectors.
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Figure 6: SPF and AI-generated median forecasts
The figure shows the one- and four-quarter ahead median human and AI-generated SPF forecasts for the (a) CPI
inflation rate, (b) unemployment rate, (c) 3-month Treasury bill rate, and (d) real GDP index. Shaded areas show
NBER recession quarters.
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Figure 6: SPF and AI-generated median forecasts (continued)
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Figure 7: Densities of human and AI-generated SPF individual forecast errors
The figure shows densities centered around realized variables of human and AI-generated SPF forecasts across
individual forecasters for four different quarters. The densities are shown for the following variables and forecasting
horizons: (a) CPI inflation rate one quarter ahead, (b) CPI inflation rate four quarters ahead, (c) 3-month Treasury
bill rate one quarter ahead, (d) 3-month Treasury bill rate four quarters ahead, (e) unemployment rate one quarter
ahead, (f) unemployment rate four quarters ahead, (g) real GDP index one quarter ahead, and (h) real GDP index
four quarters ahead.
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Figure 7: Densities of human and AI-generated SPF individual forecast errors (continued)
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Tables

Table 1: Forecasting variables
The table lists the variables for which the SPF panel provides point forecasts and their definitions.

Variable Definition

Section 1: U.S. Business Indicators

NGDP Nominal Gross Domestic Product (GDP), levels, seasonally adjusted, annual rate, in billions USD.

PGDP Gross Domestic Product (GDP) price index, chain weighted, seasonally adjusted, 2010 base year.

CPROF Level of nominal corporate profits after tax excluding inventory valuation adjustment (IVA) and capital

consumption adjustment (CCAdj). Seasonally adjusted, annual rate, in billions USD.

UNEMP Civilian unemployment rate, levels, seasonally adjusted, percentage points.

EMP Nonfarm payroll employment, seasonally adjusted, in thousands of jobs.

INDPROD Industrial production index, seasonally adjusted, index, 2010 base year.

HOUSING Housing starts, seasonally adjusted, annual rate, in millions USD.

TBILL T-Bill rate, 3-month, levels, percentage points.

BOND AAA corporate bond yield, levels, percentage points.

Section 2: Real GDP and Its Components

TBOND Treasury bond rate, 10-year, levels, percentage points.

RGDP Real Gross Domestic Product, seasonally adjusted, annual rate, 2010 base year.

RCONSUM Real personal consumption expenditures, seasonally adjusted, annual rate, 2010 base year.

RNRESIN Real nonresidential fixed investment, seasonally adjusted, annual rate, 2010 base year.

RRESINV Real residential fixed investment, seasonally adjusted, annual rate, 2010 base year.

RFEDGOV Real federal government consumption and gross investment, seasonally adjusted, annual rate, 2010

base year.

RSLGOV Real state and local government consumption and gross investment, seasonally adjusted, annual rate,

2010 base year.

RCBI Real change in private inventories, levels, chain-weighted real change in private inventories. Seasonally

adjusted, annual rate, 2010 base year.

REXPORT Real net exports of goods and services, levels, chain-weighted real net exports. Seasonally adjusted,

annual rate, 2010 base year.

Section 3: CPI and PCE Inflation

CPI Headline CPI inflation rate, seasonally adjusted, annual rate, percentage points.

CORECPI Core CPI inflation rate, seasonally adjusted, annual rate, percentage points.

PCE PCE inflation rate, headline chain-weighted, seasonally adjusted, annual rate, percentage points.

COREPCE Core PCE inflation rate, core chain-weighted PCE inflation rate, seasonally adjusted, annual rate,

percentage points.
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Table 2: Definitions of forecaster characteristics
The table shows definitions of forecaster characteristics, including inferred gender, affiliation, education, position,
and public media engagement. The table is based on publicly available sources and may not fully capture the
breadth of forecaster characteristics.

Characteristic Description

Name Full name of the forecaster as listed in the SPF acknowledgement panel.

Gender (inferred) Gender inferred based on publicly available information (e.g., name, social media).

Affiliation The institution or company the forecaster is associated with (e.g., university, bank).

Affiliation type Type of organization the forecaster works for, such as academic, financial, forecasting

center, government, etc.

Position in given year The forecaster’s job title or role when the forecast was made (e.g., professor, economist).

Highest degree earned The highest degree the forecaster has earned (e.g., Bachelor, Master, PhD).

Degree area/field The field of study for the forecaster’s degree (e.g., Economics, Finance).

Graduation year The year the forecaster completed their highest degree, used to estimate experience and

age.

Alma mater The institution where the forecaster earned their highest degree.

Company location The geographic location of the forecaster’s affiliated institution or company.

Gives interviews Whether the forecaster gives public interviews or engages with media (yes/no).

Has Twitter Whether the forecaster has a public Twitter profile (yes/no).
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Table 3: Descriptive statistics of forecast variables
The table shows the number of observations (N), mean, standard deviation (SD), skewness, kurtosis, median,
minimum, maximum, and first-order autocorrelation coefficient (ACF(1)) of the data for each of the forecast variables.

N Mean SD Skewness Kurtosis Median Min Max ACF(1)

Section 1: US Business Indicators

Nominal GDP (x1000) 5188 16.00 4.75 0.59 −0.35 15.01 8.68 28.63 0.84

GDP Price 5188 92.09 13.37 0.42 −0.36 91.40 70.60 123.30 0.85

Corporate Profits (x1000) 5188 1.37 0.57 0.53 −0.30 1.27 0.49 2.90 0.82

Unemployment Rate 5188 5.76 2.04 1.40 2.30 5.00 3.40 14.70 0.65

Non-Farm Payroll (x1000) 5188 138.53 8.07 0.75 −0.63 136.21 127.68 158.43 0.82

Industrial Production 5188 110.47 13.87 1.32 0.88 106.00 92.50 147.30 0.80

Housing Starts 5188 1.30 0.44 −0.14 −1.01 1.25 0.51 2.11 0.79

Treasury Bill Rate (3M) 5188 1.88 2.00 0.76 −0.91 1.15 0.02 6.29 0.76

AAA Corp Bond Yield 5188 4.84 1.34 0.24 −0.54 4.93 2.14 7.78 0.81

Treasury Bond Rate (10Y) 5188 3.36 1.37 0.16 −0.80 3.39 0.62 6.66 0.78

Section 2: Real GDP and Its Components

Real GDP (x1000) 5188 14.02 3.79 0.31 −1.02 13.33 7.68 22.92 0.84

Real PCE (x1000) 5188 9.78 2.63 0.28 −0.95 9.42 5.25 15.73 0.84

Real Non-Res Fixed Inv (x1000) 5188 1.82 0.65 0.72 −0.93 1.44 0.99 3.39 0.84

Real Res Fixed Inv 5188 493.43 123.21 0.14 −1.20 504.30 293.30 769.50 0.79

Real Federal C&GI (x1000) 5188 0.96 0.28 −0.09 −1.17 1.04 0.45 1.51 0.84

Real State/Local C&GI (x1000) 5188 1.52 0.37 0.22 −1.00 1.46 0.85 2.42 0.83

Real Change in Private Inv 5188 24.70 69.31 −1.13 3.72 34.50 −287.00 193.20 0.35

Real Net Exports 5188 −609.49 285.54 −1.44 1.27 −532.20−1544.70−250.00 0.81

Section 3: CPI and PCE Inflation

CPI Inflation Rate 5188 2.51 3.12 −1.12 7.39 2.46 −13.39 10.73 0.01

Core CPI Inflation Rate 5188 2.34 1.50 2.16 7.92 2.19 −1.09 10.21 0.31

PCE Inflation Rate 5188 0.66 7.61 −4.05 16.27 2.14 −40.91 6.91 0.02

Core PCE Inflation Rate 5188 −0.21 2.92 −9.40 87.38 0.03 −28.31 1.72 −0.02
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Table 4: Differences in distributions between individual-level human and AI-generated SPF forecasts

The table shows the differences in distributional moments between individual-level human and AI-generated SPF
forecasts for the horizons of (a) one quarter ahead and (b) four quarters ahead. The differences are tested for
statistical significance using randomized tests based on 10,000 random draws. Significance levels: ⋆ p-value≤0.10,
⋆⋆ p-value≤0.05, ⋆⋆⋆ p-value≤0.01.

(a) One-quarter-ahead horizon

Median P25 P75 Mean SD Skewness Kurtosis

Section 1: US Business Indicators

Nominal GDP -186.13⋆⋆⋆ −28.56 −292.71⋆⋆⋆ −14.91 120.65⋆⋆⋆ 0.10⋆⋆⋆ 0.14⋆⋆⋆

GDP Price -0.12⋆⋆⋆ −0.32⋆⋆⋆ −0.20⋆⋆⋆ −0.09⋆⋆⋆ 0.21⋆⋆⋆ −0.08⋆⋆⋆ −0.31⋆⋆⋆

Corporate Profits 83.90⋆⋆ 220.54⋆⋆⋆ 18.55⋆⋆⋆ 72.21⋆⋆⋆ −0.51 0.13⋆⋆⋆ 0.21⋆⋆⋆

Unemployment Rate -0.10⋆⋆⋆ −0.20⋆⋆⋆ −0.10⋆⋆⋆ −0.12⋆⋆⋆ −0.15⋆⋆⋆ −0.66⋆⋆⋆ −5.92⋆⋆⋆

Non-Farm Payroll -232.00⋆⋆⋆ −271.72⋆⋆⋆ −609.50⋆⋆⋆ −245.82⋆⋆⋆ 851.64⋆⋆⋆ −2.43⋆⋆⋆ 36.59⋆⋆⋆

Industrial Production -1.54⋆⋆⋆ −0.60⋆⋆⋆ −1.62⋆⋆⋆ −1.37⋆⋆⋆ −0.14⋆⋆⋆ 0.13⋆⋆⋆ 0.37⋆⋆⋆

Housing Starts 0.00 −0.02⋆⋆⋆ 0.03⋆⋆⋆ 2.43⋆⋆⋆ 57.56⋆⋆⋆ 26.97⋆⋆⋆ 768.73⋆⋆⋆

Treasury Bill Rate (3M) 0.10 −0.04⋆⋆⋆ 0.24⋆⋆⋆ 0.01⋆ 0.03⋆⋆⋆ −0.06⋆⋆⋆ −0.12⋆⋆⋆

AAA Corp Bond Yield -0.21⋆⋆⋆ −0.10⋆⋆⋆ −0.28⋆⋆⋆ −0.18⋆⋆⋆ −0.00 0.16⋆⋆⋆ 0.05⋆⋆⋆

Treasury Bond Rate (10Y) 0.10⋆⋆⋆ −0.15⋆⋆⋆ −0.08⋆⋆⋆ −0.03⋆⋆⋆ −0.00 −0.03⋆⋆⋆ −0.05⋆⋆⋆

Section 2: Real GDP and Its Components

Real GDP -110.20⋆⋆⋆ −34.79⋆⋆⋆ −138.01⋆⋆⋆ −86.09⋆⋆⋆ 14.63⋆⋆ 0.05⋆⋆⋆ 0.07⋆⋆⋆

Real PCE -1328.60⋆⋆⋆−2731.61⋆⋆⋆ −539.35⋆⋆⋆ −2397.67⋆⋆⋆ 2163.47⋆⋆⋆ −0.68⋆⋆⋆ −0.01

Real Non-Res Fixed Inv -24.68⋆⋆⋆ −14.84⋆⋆⋆ −6.43 5.83⋆⋆ 11.38⋆⋆⋆ 0.01 −0.02

Real Res Fixed Inv -4.49⋆⋆⋆ −2.36⋆⋆⋆ −0.69⋆⋆⋆ −0.65 −0.40⋆⋆ 0.04⋆⋆⋆ −0.08⋆⋆⋆

Real Federal C&GI -0.85⋆ −4.12⋆⋆⋆ −5.00⋆⋆⋆ 3.38⋆⋆⋆ 3.99⋆⋆⋆ 0.02⋆⋆⋆ 0.02⋆⋆⋆

Real State/Local C&GI -0.62⋆⋆⋆ −2.00⋆⋆⋆ −4.09⋆⋆⋆ 1.72 5.68⋆⋆⋆ 0.04⋆⋆⋆ 0.07⋆⋆⋆

Real Change in Private Inv -5.70⋆⋆⋆ −13.28⋆⋆⋆ 5.00⋆⋆⋆ −4.47⋆⋆⋆ 14.12⋆⋆⋆ 0.51⋆⋆⋆ −15.00⋆⋆⋆

Real Net Exports 5.00⋆⋆⋆ −4.03⋆⋆⋆ 2.83⋆⋆⋆ −2.51⋆⋆ 3.57⋆⋆⋆ 0.08⋆⋆⋆ −0.43⋆⋆⋆

Section 3: CPI and PCE Inflation

CPI Inflation Rate 0.30⋆⋆⋆ 0.30⋆⋆⋆ 0.50⋆⋆⋆ 0.36⋆⋆⋆ 0.57⋆⋆⋆ −1.00⋆⋆⋆ 0.63⋆⋆⋆

Core CPI Inflation Rate 0.01⋆⋆⋆ 0.00 0.10⋆⋆⋆ 0.18⋆⋆⋆ 0.27⋆⋆⋆ 0.42⋆⋆⋆ −1.77⋆⋆⋆

PCE Inflation Rate 0.10⋆⋆⋆ 0.11⋆⋆⋆ 0.30⋆⋆⋆ 0.23⋆⋆⋆ 0.41⋆⋆⋆ 0.03 −3.94⋆⋆⋆

Core PCE Inflation Rate 0.00 −0.05⋆ −0.07⋆⋆⋆ 0.11⋆⋆⋆ 0.20⋆⋆⋆ 0.57⋆⋆⋆ −0.90⋆⋆⋆

(Table continues on next page)
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Table 4: Differences in distributions between individual-level human and AI-generated SPF forecasts
(continued)

(b) Four-quarter-ahead horizon

Median P25 P75 Mean SD Skewness Kurtosis

Section 1: US Business Indicators

Nominal GDP -348.46⋆⋆⋆ −8.42 −382.51⋆⋆⋆ −132.06⋆⋆⋆ 110.42⋆⋆⋆ 0.10⋆⋆⋆ 0.14⋆⋆⋆

GDP Price -0.50⋆⋆⋆ −0.59⋆⋆⋆ −0.50⋆⋆⋆ −0.41⋆⋆⋆ 0.05⋆⋆ −0.14⋆⋆⋆ −0.55⋆⋆⋆

Corporate Profits 46.70 124.00⋆⋆⋆ −23.12⋆⋆⋆ 52.78⋆⋆⋆ −4.79⋆⋆⋆ 0.11⋆⋆⋆ 0.14⋆⋆⋆

Unemployment Rate -0.11⋆⋆⋆ −0.20⋆⋆⋆ −0.00 −0.12⋆⋆⋆ −0.10⋆⋆⋆ −0.29⋆⋆⋆ −1.39⋆⋆⋆

Non-Farm Payroll -784.00⋆⋆⋆ −809.81⋆⋆⋆ −1096.72⋆⋆⋆ −724.64⋆⋆⋆ 817.69⋆⋆⋆ −2.41⋆⋆⋆ 37.02⋆⋆⋆

Industrial Production -2.43⋆⋆⋆ −1.61⋆⋆⋆ −2.61⋆⋆⋆ −2.51⋆⋆⋆ −0.55⋆⋆⋆ 0.12⋆⋆⋆ 0.33⋆⋆⋆

Housing Starts -0.03⋆⋆⋆ −0.10⋆⋆⋆ 0.03⋆⋆⋆ 2.44⋆⋆⋆ 57.88⋆⋆⋆ 26.58⋆⋆⋆ 738.95⋆⋆⋆

Treasury Bill Rate (3M) -0.20⋆⋆⋆ −0.36⋆⋆⋆ 0.25⋆⋆⋆ −0.14⋆⋆⋆ 0.14⋆⋆⋆ 0.08⋆⋆⋆ −0.10⋆⋆⋆

AAA Corp Bond Yield -0.37⋆⋆⋆ −0.21⋆⋆⋆ −0.40⋆⋆⋆ −0.31⋆⋆⋆ −0.02⋆⋆⋆ 0.22⋆⋆⋆ 0.01

Treasury Bond Rate (10Y) -0.16⋆⋆⋆ −0.30⋆⋆⋆ −0.22⋆⋆⋆ −0.21⋆⋆⋆ −0.00 0.06⋆⋆⋆ −0.13⋆⋆⋆

Section 2: Real GDP and Its Components

Real GDP -200.29⋆⋆⋆ −126.66⋆⋆⋆ −204.93⋆⋆⋆ −194.03⋆⋆⋆ 0.37 0.06⋆⋆⋆ 0.06⋆⋆⋆

Real PCE -1429.50⋆⋆⋆−2843.63⋆⋆⋆ −656.78⋆⋆⋆ −2512.49⋆⋆⋆ 2170.74⋆⋆⋆ −0.66⋆⋆⋆ 0.03⋆⋆⋆

Real Non-Res Fixed Inv -59.70⋆⋆⋆ −29.64⋆⋆⋆ −48.31⋆⋆⋆ −26.50⋆⋆⋆ 7.26⋆⋆⋆ 0.04⋆⋆⋆ 0.00

Real Res Fixed Inv -14.44⋆⋆⋆ −9.05⋆⋆⋆ −2.80⋆⋆⋆ −8.73⋆⋆⋆ 0.75⋆⋆⋆ 0.02⋆⋆⋆ −0.18⋆⋆⋆

Real Federal C&GI 0.45 −4.22⋆⋆⋆ −11.14⋆⋆⋆ −0.78 2.94⋆⋆⋆ 0.02⋆⋆⋆ 0.01⋆⋆

Real State/Local C&GI -11.01⋆⋆⋆ −2.34⋆⋆ −13.90⋆⋆⋆ −6.67⋆⋆⋆ 3.62⋆⋆⋆ 0.05⋆⋆⋆ 0.08⋆⋆⋆

Real Change in Private Inv -3.79⋆⋆⋆ −14.58⋆⋆⋆ 2.02⋆⋆⋆ −6.12⋆⋆⋆ 6.28⋆⋆⋆ −0.12⋆⋆⋆ −29.46⋆⋆⋆

Real Net Exports 20.17⋆⋆⋆ 21.48⋆⋆⋆ 15.00⋆⋆⋆ 14.44⋆⋆⋆ −6.38⋆⋆⋆ 0.04⋆⋆⋆ −0.40⋆⋆⋆

Section 3: CPI and PCE Inflation

CPI Inflation Rate 0.01⋆⋆⋆ 0.09⋆⋆⋆ 0.10⋆⋆⋆ 0.10⋆⋆⋆ 0.04⋆⋆⋆ −1.75⋆⋆⋆ 11.43⋆⋆⋆

Core CPI Inflation Rate 0.00 −0.02⋆⋆⋆ 0.00 0.05⋆⋆⋆ 0.11⋆⋆⋆ 1.21⋆⋆⋆ −2.54⋆⋆⋆

PCE Inflation Rate 0.00 0.00 0.10⋆⋆⋆ 0.08⋆⋆⋆ 0.03⋆⋆⋆ −0.00 1.24⋆⋆⋆

Core PCE Inflation Rate -0.06⋆⋆⋆ −0.07⋆⋆⋆ −0.10⋆⋆⋆ 0.01⋆⋆⋆ 0.11⋆⋆⋆ 1.35⋆⋆⋆ −1.34⋆⋆⋆
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Table 5: Forecast accuracy (mean absolute errors) of SPF and AI-generated SPF forecasts
The table shows forecast accuracy reported as mean absolute errors (MAEs) of SPF and AI-generated SPF forecasts
for various economic indicators across different forecast horizons. For each forecasting horizon, the table boldfaces
the lowest MAE value between the AI and human surveys. The P-val column reports p-values and significance
levels for randomized tests of the statistical significance of the difference between AI and human MAEs. The tests
are based on 10,000 random draws. Significance levels: ⋆ p-value≤0.10, ⋆⋆ p-value≤0.05, ⋆⋆⋆ p-value≤0.01.

Horizon (quarters) 0 1 4

AI Human P-val AI Human P-val AI Human P-val

Section 1: US Business Indicators

Nominal GDP 248.09 187.45 0.90 161.71 178.31 0.23 340.95 379.87 0.00⋆⋆⋆

GDP Price 21.87 22.16 0.00⋆⋆⋆ 21.85 22.20 0.00⋆⋆⋆ 21.68 22.35 0.00⋆⋆⋆

Corporate Profits 87.60 71.78 0.01⋆⋆⋆ 61.80 101.39 0.02⋆⋆ 165.31 186.30 0.21

Unemployment Rate 0.31 0.38 0.00⋆⋆⋆ 0.52 0.57 0.00⋆⋆⋆ 0.91 0.94 0.00⋆⋆⋆

Non-Farm Payroll 252.33 465.23 0.01⋆⋆ 933.18 804.54 0.05⋆ 2327.18 1938.36 0.00⋆⋆⋆

Industrial Production 0.54 1.64 0.00⋆⋆⋆ 2.14 2.99 0.00⋆⋆⋆ 4.92 6.27 0.00⋆⋆⋆

Housing Starts 0.05 0.09 0.05⋆⋆ 0.10 0.12 0.02⋆⋆ 0.16 0.21 0.80

Treasury Bill Rate (3M) 0.35 0.26 0.31 0.53 0.43 0.01⋆⋆⋆ 1.15 1.21 0.00⋆⋆⋆

AAA Corp Bond Yield 0.18 0.28 0.07⋆ 0.37 0.44 0.00⋆⋆⋆ 0.59 0.73 0.00⋆⋆⋆

Treasury Bond Rate (10Y) 0.36 0.32 0.63 0.48 0.51 0.00⋆⋆⋆ 0.76 0.88 0.00⋆⋆⋆

Section 2: Real GDP and Its Components

Real GDP 90.82 126.20 0.00⋆⋆⋆ 169.81 209.17 0.00⋆⋆⋆ 524.39 568.19 0.00⋆⋆⋆

Real PCE 1393.03 90.64 0.00⋆⋆⋆ 1454.12 130.32 0.00⋆⋆⋆ 1710.50 330.69 0.00⋆⋆⋆

Real Non-Res Fixed Inv 21.91 25.92 0.11 36.11 48.83 0.00⋆⋆⋆ 116.08 133.96 0.00⋆⋆⋆

Real Res Fixed Inv 10.40 10.43 0.86 13.89 18.10 0.39 49.81 54.14 0.00⋆⋆⋆

Real Federal C&GI 9.94 6.79 0.84 14.32 19.34 0.04⋆⋆ 46.88 45.62 0.00⋆⋆⋆

Real State/Local C&GI 9.66 8.09 0.23 20.04 24.39 0.00⋆⋆⋆ 68.31 69.76 0.00⋆⋆⋆

Real Change in Private Inv 35.35 24.91 0.19 19.46 38.13 0.10⋆ 51.62 48.89 0.02⋆⋆

Real Net Exports 26.97 16.79 0.54 24.40 42.52 0.02⋆⋆ 90.27 91.17 0.00⋆⋆⋆

Section 3: CPI and PCE Inflation

CPI Inflation Rate 1.84 1.98 0.00⋆⋆⋆ 2.36 2.14 0.01⋆⋆⋆ 2.03 2.06 0.04⋆⋆

Core CPI Inflation Rate 0.67 0.82 0.02⋆⋆ 0.92 0.88 0.00⋆⋆⋆ 0.97 1.00 0.03⋆⋆

PCE Inflation Rate 2.40 2.49 0.54 2.27 2.72 0.55 3.13 3.13 0.85

Core PCE Inflation Rate 2.37 2.30 0.01⋆⋆ 2.31 2.21 0.15 2.12 2.14 0.01⋆⋆
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Table 6: Percentage quarters where AI is more accurate than the human SPF
The table shows forecast accuracy in terms of the percentage of quarters where AI-generated SPF has lower forecast
errors than SPF for various economic indicators across different forecast horizons (Pct). The table boldfaces values
above 50%. The P-val column reports p-values and significance levels for randomized tests of the percentages being
equal to 50%. The tests are based on 10,000 random draws. Significance levels: ⋆ p-value≤0.10, ⋆⋆ p-value≤0.05, ⋆⋆⋆
p-value≤0.01.

Horizon (quarters) 0 1 4

Pct P-val Pct P-val Pct P-val

Section 1: US Business Indicators

Nominal GDP 0.38 0.03⋆⋆ 0.69 0.00⋆⋆⋆ 0.72 0.00⋆⋆⋆

GDP Price 0.98 0.00⋆⋆⋆ 0.98 0.00⋆⋆⋆ 1.00 0.00⋆⋆⋆

Corporate Profits 0.45 0.60 0.70 0.00⋆⋆⋆ 0.58 0.19

Unemployment Rate 0.81 0.00⋆⋆⋆ 0.74 0.01⋆⋆⋆ 0.63 0.22

Non-Farm Payroll 0.80 0.00⋆⋆⋆ 0.35 0.01⋆⋆⋆ 0.31 0.00⋆⋆⋆

Industrial Production 0.80 0.00⋆⋆⋆ 0.64 0.01⋆⋆⋆ 0.70 0.00⋆⋆⋆

Housing Starts 0.78 0.00⋆⋆⋆ 0.70 0.00⋆⋆⋆ 0.68 0.00⋆⋆⋆

Treasury Bill Rate (3M) 0.51 1.00 0.47 0.97 0.60 0.08⋆

AAA Corp Bond Yield 0.85 0.00⋆⋆⋆ 0.73 0.00⋆⋆⋆ 0.82 0.00⋆⋆⋆

Treasury Bond Rate (10Y) 0.54 0.99 0.64 0.08⋆ 0.68 0.00⋆⋆⋆

Section 2: Real GDP and Its Components

Real GDP 0.70 0.00⋆⋆⋆ 0.75 0.00⋆⋆⋆ 0.63 0.01⋆⋆

Real PCE 0.73 0.00⋆⋆⋆ 0.47 0.63 0.33 0.00⋆⋆⋆

Real Non-Res Fixed Inv 0.64 0.02⋆⋆ 0.73 0.00⋆⋆⋆ 0.65 0.01⋆⋆⋆

Real Res Fixed Inv 0.57 0.42 0.73 0.00⋆⋆⋆ 0.63 0.02⋆⋆

Real Federal C&GI 0.50 1.00 0.80 0.00⋆⋆⋆ 0.45 0.40

Real State/Local C&GI 0.54 0.58 0.74 0.00⋆⋆⋆ 0.55 0.34

Real Change in Private Inv 0.45 0.56 0.80 0.00⋆⋆⋆ 0.50 1.00

Real Net Exports 0.50 1.00 0.84 0.00⋆⋆⋆ 0.53 0.73

Section 3: CPI and PCE Inflation

CPI Inflation Rate 0.69 0.01⋆⋆⋆ 0.47 0.74 0.55 0.78

Core CPI Inflation Rate 0.63 0.15 0.44 0.50 0.55 0.47

PCE Inflation Rate 0.65 0.07⋆ 0.81 0.00⋆⋆⋆ 0.61 0.16

Core PCE Inflation Rate 0.57 0.61 0.51 0.92 0.64 0.05⋆
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Table 7: Forecast accuracy (mean absolute errors) of best human and AI SPF forecasters

The table shows forecast accuracy reported as mean absolute errors (MAEs) of the best SPF and AI-generated SPF
forecasts for various economic indicators across different forecast horizons. The best forecast is computed from the
forecaster that achieves lowest average error across survey quarters. These best forecasters are identified separately
for each variable and horizon. For each forecasting horizon, the table boldfaces the lowest MAE value between
the AI and human surveys. The P-val column reports p-values and significance levels for randomized tests of the
statistical significance of the difference between AI and human MAEs. The tests are based on 10,000 random draws.
Significance levels: ⋆ p-value≤0.10, ⋆⋆ p-value≤0.05, ⋆⋆⋆ p-value≤0.01.

Horizon (quarters) 0 1 4

AI Human P-val AI Human P-val AI Human P-val

Section 1: US Business Indicators

Nominal GDP 58.20 76.62 0.60 66.55 93.06 0.94 92.93 83.50 0.88

GDP Price 7.13 7.31 0.43 5.91 6.13 0.26 1.61 2.20 0.29

Corporate Profits 11.43 28.74 0.39 8.75 32.49 0.25 39.27 38.39 0.42

Unemployment Rate 0.05 0.06 0.91 0.07 0.13 0.52 0.08 0.15 0.27

Non-Farm Payroll 356.67 85.00 0.41 499.25 45.00 0.33 452.76 1083.55 0.14

Industrial Production 0.03 0.44 0.15 0.31 1.23 0.20 0.85 2.43 0.09⋆

Housing Starts 0.01 0.04 0.52 0.03 0.07 0.17 0.04 0.06 0.72

Treasury Bill Rate (3M) 0.02 0.02 0.76 0.03 0.03 0.61 0.07 0.07 0.69

AAA Corp Bond Yield 0.07 0.21 0.20 0.21 0.22 0.93 0.16 0.15 0.72

Treasury Bond Rate (10Y) 0.09 0.10 0.79 0.13 0.16 0.53 0.19 0.24 0.05⋆

Section 2: Real GDP and Its Components

Real GDP 10.67 85.76 0.01⋆⋆⋆ 20.53 76.74 0.06⋆ 58.27 190.17 0.03⋆⋆

Real PCE 10.10 25.13 0.21 43.43 62.55 0.18 42.68 67.67 0.05⋆

Real Non-Res Fixed Inv 4.79 61.81 0.34 6.85 40.18 0.05⋆⋆ 31.75 17.27 0.05⋆

Real Res Fixed Inv 1.70 4.91 0.95 1.90 4.56 0.64 9.50 11.49 0.90

Real Federal C&GI 1.42 1.49 0.97 2.68 5.99 0.79 7.55 9.00 0.48

Real State/Local C&GI 2.43 5.02 0.03⋆⋆ 2.40 11.32 0.16 5.85 14.75 0.24

Real Change in Private Inv 4.22 10.24 0.34 6.11 24.24 0.06⋆ 22.40 26.84 0.27

Real Net Exports 4.50 79.05 0.33 7.99 10.80 0.16 13.42 23.09 0.11

Section 3: CPI and PCE Inflation

CPI Inflation Rate 0.58 0.87 0.87 0.67 0.66 0.55 0.30 0.34 0.79

Core CPI Inflation Rate 0.66 0.19 0.41 0.64 0.25 0.79 0.14 0.75 0.35

PCE Inflation Rate 0.36 0.89 0.54 0.21 0.53 0.35 0.26 0.71 0.51

Core PCE Inflation Rate 1.00 1.10 0.71 1.08 1.24 0.51 0.23 0.59 0.20
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Table 8: Relative accuracy of AI forecasts with fewer prompt inputs

The table shows the accuracy of AI forecasts generated by prompts that provide less information relative to the
baseline AI forecasts. The “Generic” forecast uses a prompt that does not provide forecaster characteristics, but do
provide real-time data and past median SPF forecasts. The “Generic, w/o real-time data” excludes both forecaster
characteristics and real-time data from the prompt. “Generic, w/o real-time data, w/o past SPF data” excludes all
data from the prompt including forecaster characteristics, real-time data, and past median SPF forecasts. Finally
“Recall” prompts the model to recall values from the training data rather than forecasting values. Values exceeding
one (boldfaced) indicate less accuracy compared with the baseline AI forecaster seeded with forecaster characteristics,
real-time data, and past median SPF forecasts. Randomized tests evaluate whether values are significantly different
from one. The tests are based on 10,000 random draws. Significance levels: ⋆ p-value≤0.10, ⋆⋆ p-value≤0.05, ⋆⋆⋆

p-value≤0.01.

Generic Generic, w/o

real-time data

Generic, w/o real-time

data, w/o past SPF data

Recall

Horizon (quarters) 0 4 0 4 0 4 0

Section 1: US Business Indicators

Nominal GDP 0.92 1.09 0.78 1.12⋆ 2.88⋆⋆⋆ 2.91⋆⋆⋆ 15.95⋆⋆⋆

GDP Price 1.00 1.00 1.01 1.03 0.72 0.78⋆⋆⋆ 1.10

Corporate Profits 1.14 0.99 0.82 1.13 2.67 1.96⋆⋆⋆ 6.19

Unemployment Rate 1.02 1.02⋆⋆⋆ 1.20 1.02 1.12 1.10⋆⋆⋆ 1.03

Non-Farm Payroll 0.97 1.04⋆⋆ 6.42 1.25 6.58⋆⋆⋆ 1.04⋆⋆⋆ 41.48

Industrial Production 1.59 1.10 3.14⋆⋆ 1.28 13.09 1.44 13.95⋆⋆⋆

Housing Starts 1.04 1.10 1.66 1.26 1.91 1.91⋆⋆⋆ 19.02⋆⋆⋆

Treasury Bill Rate (3M) 1.09 1.01 0.74 1.03 1.07⋆⋆⋆ 1.08⋆⋆⋆ 0.91⋆⋆⋆

AAA Corp Bond Yield 1.51⋆⋆ 1.11 1.51 1.25 4.85⋆⋆⋆ 1.30⋆⋆⋆ 3.73⋆⋆⋆

Treasury Bond Rate (10Y) 0.98 1.01 0.87 1.16 1.02 1.14 0.72

Section 2: Real GDP and Its Components

Real GDP 1.15 1.04 1.37 1.08 7.57⋆⋆⋆ 1.53⋆⋆⋆ 38.04⋆⋆⋆

Real PCE 1.85 1.59 0.07 0.20 0.62⋆⋆⋆ 0.55⋆⋆⋆ 1.95⋆⋆⋆

Real Non-Res Fixed Inv 1.41⋆⋆⋆ 1.03⋆⋆⋆ 1.18 1.18 11.98⋆⋆⋆ 2.63⋆⋆⋆ 34.15

Real Res Fixed Inv 1.20 0.99 1.00 1.10 17.43⋆⋆⋆ 4.56⋆⋆⋆ 19.51⋆⋆⋆

Real Federal C&GI 1.12 1.00 0.70 0.98 66.25⋆⋆⋆ 14.40⋆⋆⋆ 75.39⋆⋆⋆

Real State/Local C&GI 1.39 0.96 0.83 1.03 37.54⋆⋆ 5.93⋆⋆⋆ 66.03⋆⋆⋆

Real Change in Private Inv 0.86 1.05 0.71 0.95 4.78⋆⋆ 3.49 2.96⋆⋆⋆

Real Net Exports 0.98 1.07 0.62 1.00 8.97⋆⋆⋆ 3.23⋆⋆⋆ 23.86⋆⋆

Section 3: CPI and PCE Inflation

CPI Inflation Rate 0.90 1.02 1.09 1.02 1.09 1.13⋆⋆ 1.09

Core CPI Inflation Rate 0.84 1.07 1.20 1.08⋆ 1.08 1.08 0.99

PCE Inflation Rate 1.11 0.95 1.00 1.13 1.01⋆⋆⋆ 1.07 1.02

Core PCE Inflation Rate 1.05 1.04 1.02 1.08 1.07 1.25 1.06

Average 1.14 1.06 1.31 1.06 8.88 2.52 16.82



Table 9: Out-of-sample forecast accuracy (mean absolute percentage errors) of SPF and AI-generated
SPF forecasts

Forecast accuracy (mean absolute errors) of SPF and AI-generated SPF forecasts

The table shows forecast accuracy for the out-of-sample period, 2024 Q1 - 2024 Q4. Forecast accuracy is reported as
mean absolute errors (MAEs) of SPF and AI-generated SPF forecasts for various economic indicators across different
forecast horizons. For each forecasting horizon, the table boldfaces the lowest MAE value between the AI and human
surveys. The P-val column reports p-values and significance levels for randomized tests of the statistical significance
of the difference between AI and human MAEs. The tests are based on 10,000 random draws. Significance levels: ⋆

p-value≤0.10, ⋆⋆ p-value≤0.05, ⋆⋆⋆ p-value≤0.01.

Horizon (quarters) 0 1 2

AI Human P-val AI Human P-val AI Human P-val

Section 1: US Business Indicators

Nominal GDP 0.23 308.70 0.12 162.96 213.90 0.25 281.19 107.12 0.50

GDP Price 0.00 0.70 0.12 0.23 0.66 0.26 0.42 0.64 0.50

Corporate Profits 310.17 283.06 0.12 430.90 402.71 0.25 476.35 457.83 0.50

Unemployment Rate 0.13 0.07 0.24 0.21 0.17 0.25 0.28 0.20 1.00

Non-Farm Payroll 397.00 125.76 0.12 343.82 174.59 0.25 402.04 246.47 0.51

Industrial Production 0.38 0.41 0.12 0.60 0.66 0.25 0.46 0.80 0.50

Housing Starts 0.03 0.03 1.00 0.06 0.07 0.25 0.08 0.09 0.50

Treasury Bill Rate (3M) 0.22 0.09 0.50 0.37 0.17 0.25 0.44 0.30 0.50

AAA Corp Bond Yield 0.33 0.33 0.51 0.26 0.23 0.49 0.19 0.15 0.50

Treasury Bond Rate (10Y) 0.27 0.14 0.87 0.38 0.32 0.25 0.25 0.17 0.50

Section 2: Real GDP and Its Components

Real GDP 0.12 118.32 0.13 138.20 151.52 0.25 212.50 170.62 0.50

Real PCE 0.00 93.56 0.12 117.93 125.42 0.25 133.10 118.92 0.50

Real Non-Res Fixed Inv 0.00 19.79 0.12 58.63 39.50 0.26 108.05 89.67 0.50

Real Res Fixed Inv 0.00 2.32 0.12 13.93 14.12 0.25 14.35 9.77 0.50

Real Federal C&GI 0.00 5.33 0.13 6.23 5.97 0.25 5.60 5.70 0.49

Real State/Local C&GI 0.00 11.50 0.13 11.60 2.11 0.26 24.60 14.51 0.51

Real Change in Private Inv 0.00 8.63 0.75 20.23 16.61 0.25 22.05 20.79 1.00

Real Net Exports 0.00 11.15 0.12 46.77 42.52 0.26 86.87 78.10 0.50

Section 3: CPI and PCE Inflation

CPI Inflation Rate 1.20 1.00 0.25 1.25 0.95 0.49 1.28 1.18 1.00

Core CPI Inflation Rate 0.95 0.63 0.25 0.69 0.61 0.49 0.46 0.36 1.00

PCE Inflation Rate 1.19 0.85 0.50 1.15 0.68 1.00 0.64 0.63 1.00

Core PCE Inflation Rate 1.07 0.61 0.49 0.78 0.54 0.50 0.08 0.08 1.00
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Table 10: Out-of-sample forecast accuracy (mean absolute errors) of best human and AI SPF forecasters

The table shows forecast accuracy for the out-of-sample period, 2024 Q1 - 2024 Q4. Forecast accuracy is reported as
mean absolute errors (MAEs) of the best SPF and AI-generated SPF forecasts for various economic indicators across
different forecast horizons. The best forecast is the forecast with lowest absolute error for each variable, horizon,
and quarter For each forecasting horizon, the table boldfaces the lowest MAE value between the AI and human
surveys. The P-val column reports p-values and significance levels for randomized tests of the statistical significance
of the difference between AI and human MAEs. The tests are based on 10,000 random draws. Significance levels: ⋆

p-value≤0.10, ⋆⋆ p-value≤0.05, ⋆⋆⋆ p-value≤0.01.

Horizon (quarters) 0 1 2

AI Human P-val AI Human P-val AI Human P-val

Section 1: US Business Indicators

Nominal GDP 0.23 308.70 0.12 27.20 213.90 0.25 85.45 107.12 0.51

GDP Price 0.00 0.70 0.12 0.17 0.66 0.25 0.24 0.64 0.50

Corporate Profits 276.12 283.06 0.13 333.60 402.71 0.25 456.30 457.83 0.51

Unemployment Rate 0.08 0.07 0.24 0.18 0.17 0.25 0.25 0.20 1.00

Non-Farm Payroll 279.57 125.76 0.13 302.94 174.59 0.25 343.45 246.47 0.50

Industrial Production 0.27 0.41 0.12 0.15 0.66 0.24 0.30 0.80 0.49

Housing Starts 0.03 0.03 1.00 0.06 0.07 0.25 0.07 0.00 1.00

Treasury Bill Rate (3M) 0.04 0.09 0.50 0.18 0.17 0.25 0.32 0.30 0.50

AAA Corp Bond Yield 0.03 0.33 0.50 0.21 0.23 0.50 0.10 0.08 1.00

Treasury Bond Rate (10Y) 0.15 0.14 0.87 0.23 0.32 0.24 0.05 0.00 1.00

Section 2: Real GDP and Its Components

Real GDP 0.07 118.32 0.12 27.18 151.52 0.25 163.80 170.62 0.49

Real PCE 0.00 93.56 0.12 30.48 125.42 0.25 94.11 118.92 0.50

Real Non-Res Fixed Inv 0.00 19.79 0.12 28.95 39.50 0.25 98.68 89.67 0.50

Real Res Fixed Inv 0.00 2.32 0.13 12.47 14.12 0.24 10.90 9.77 0.50

Real Federal C&GI 0.00 5.33 0.12 3.87 5.97 0.25 3.84 5.70 0.50

Real State/Local C&GI 0.00 11.50 0.12 5.13 2.11 0.25 19.48 14.51 0.50

Real Change in Private Inv 0.00 8.63 0.75 16.52 16.61 0.24 10.90 20.79 1.00

Real Net Exports 0.00 11.15 0.13 38.52 42.52 0.25 81.54 78.10 0.50

Section 3: CPI and PCE Inflation

CPI Inflation Rate 0.93 1.00 0.25 0.94 0.95 0.50 1.18 1.18 1.00

Core CPI Inflation Rate 0.67 0.63 0.25 0.43 0.61 0.50 0.36 0.36 1.00

PCE Inflation Rate 0.96 0.85 0.51 0.80 0.68 1.00 0.24 0.63 1.00

Core PCE Inflation Rate 0.83 0.61 0.50 0.53 0.54 0.51 0.00 0.08 1.00
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Prompts

Prompt 1: Baseline prompt
This prompt is used to generate AI forecasts given the variables highlighted in brackets and blue text consisting of
real-time data, forecaster characteristics, previous forecasts, survey dates, and forecasting variable names.

You are a participant on a panel of Survey of Professional Forecasters. Your name is [name], you

graduated from [alma mater] with a [education] around [graduation year].

Today, you work as [title] at [affiliation]. It’s [afilliation types] organization.

Your organization is based in [company_location].

You are originally from [country_origin]. [social media status].

We are in [date_q]. You are about to fill out the forecast form for [date_q]. Using only the

information available to you as of [date_q], please provide your best numeric forecasts for the

following variables: [variable_data].

Do this for the following quarters: t (current quarter), t+1, t+2, t+3, and t+4, as well as annual

forecasts for this and next year (annual averages). You have the most recent real-time data on key

macroeconomics variables available to you as of today: [real_time_data].

The forecasts made by the SPF panel during the previous quarter were as follows (for t-1, t, t+1,

t+2, t+3, t+4; where t is previous quarter:[variable_forecasts_text].

Do not incorporate any data that was not available to you beyond the current date in your

forecasts. Do consider all relevant information on the broad economic conditions and current

Federal Reserve actions (up to, but not beyond [release_date]).

Use available information, and your professional judgement and experience.

Your forecast is anonymous. Provide the forecasts as a sequence of numerical values only.

Please only provide your forecasts in the format: (t, t+1, t+2, t+3, t+4, this year’s average,

next year’s average).
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Prompt 2: Prompt for a generic forecaster
This prompt is used to generate AI forecasts for a generic forecaster, i.e., without including forecaster characteristics.
The inputvariables are highlighted in brackets and blue text and consist of real-time data, previous forecasts, survey
dates, and forecasting variable names.

You are a participant on a panel of Survey of Professional Forecasters.

We are in [date_q]. You are about to fill out the forecast form for [date_q]. Using only the

information available to you as of [date_q], please provide your best numeric forecasts for the

following variables: [variable_data].

Do this for the following quarters: t (current quarter), t+1, t+2, t+3, and t+4, as well as annual

forecasts for this and next year (annual averages). You have the most recent real-time data on key

macroeconomics variables available to you as of today: [real_time_data].

The forecasts made by the SPF panel during the previous quarter were as follows (for t-1, t, t+1,

t+2, t+3, t+4; where t is previous quarter:[variable_forecasts_text].

Do not incorporate any data that was not available to you beyond the current date in your

forecasts. Do consider all relevant information on the broad economic conditions and current

Federal Reserve actions (up to, but not beyond [release_date]).

Use available information, and your professional judgement and experience.

Your forecast is anonymous. Provide the forecasts as a sequence of numerical values only.

Please only provide your forecasts in the format: (t, t+1, t+2, t+3, t+4, this year’s average,

next year’s average).
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Prompt 3: Prompt for a generic forecaster and no real-time data
This prompt is used to generate AI forecasts for a generic forecaster, i.e., without including forecaster characteristics.
The input variables are highlighted in brackets and blue text and consist of previous forecasts, survey dates, and
forecasting variable names.

You are a participant on a panel of Survey of Professional Forecasters.

We are in [date_q]. You are about to fill out the forecast form for [date_q]. Using only the

information available to you as of [date_q], please provide your best numeric forecasts for the

following variables: [variable_data].

Do this for the following quarters: t (current quarter), t+1, t+2, t+3, and t+4, as well as annual

forecasts for this and next year (annual averages).

The forecasts made by the SPF panel during the previous quarter were as follows (for t-1, t, t+1,

t+2, t+3, t+4; where t is previous quarter:[variable_forecasts_text].

Do not incorporate any data that was not available to you beyond the current date in your

forecasts. Do consider all relevant information on the broad economic conditions and current

Federal Reserve actions (up to, but not beyond [release_date]).

Use available information, and your professional judgement and experience.

Your forecast is anonymous. Provide the forecasts as a sequence of numerical values only.

Please only provide your forecasts in the format: (t, t+1, t+2, t+3, t+4, this year’s average,

next year’s average).
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Prompt 4: Prompt for a generic forecaster and no data
This prompt is used to generate AI forecasts for a generic forecaster, i.e., without including forecaster characteristics
or any data on economic variables. The input variables are highlighted in brackets and blue text and consist of only
survey dates, and forecasting variable names.

You are a participant on a panel of Survey of Professional Forecasters.

We are in [date_q]. You are about to fill out the forecast form for [date_q]. Using only the

information available to you as of [date_q], please provide your best numeric forecasts for the

following variables: [variable_data].

Do this for the following quarters: t (current quarter), t+1, t+2, t+3, and t+4, as well as annual

forecasts for this and next year (annual averages).

Do not incorporate any data that was not available to you beyond the current date in your

forecasts. Do consider all relevant information on the broad economic conditions and current

Federal Reserve actions (up to, but not beyond [release_date]).

Use available information, and your professional judgement and experience.

Your forecast is anonymous. Provide the forecasts as a sequence of numerical values only.

Please only provide your forecasts in the format: (t, t+1, t+2, t+3, t+4, this year’s average,

next year’s average).
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Prompt 5: Prompt for recall task
This prompt is used to have the model recall specific values of economic variables.

You are a participant on a panel of Survey of Professional Forecasters.

We are in [date_q]. What is the value for the

following variables: [variable_data] for this quarter: [date_q]

Please provide your best guess for the requested variables.
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Appendices

A Robustness Checks

A.1 Expanded Prompt

As a robustness check, we employ an alternative approach to creating synthetic forecast

personas: an expanded prompt based on forecaster biographies generated using an LLM and

personal characteristics. Table A1 presents examples of personas generated by both methods:

Table A1: Fictional Example of Main and Expanded Persona Prompts

Main Persona Prompt Expanded Persona Prompt

You are a participant on a panel of Survey of Profes-

sional Forecasters. Your name is Alexandra Bryson, you

graduated from University of New Hampshire with a

M.A. in Economics around 2024. Today, you work as

a Senior Quantitative Analyst at Ethan Investments, an

Asset Management organization based in Boston, Mas-

sachusetts. You are originally from the USA.

You are a Senior Quantitative Analyst at Ethan Invest-

ments with a Master’s degree in Economics. Your exper-

tise lies in macroeconomic forecasting, and you actively

participate in the Survey of Professional Forecasters for

the Federal Reserve Bank of Philadelphia. Known for

your meticulous approach to data analysis, you excel in

interpreting complex economic information and translat-

ing it into actionable forecasts. Your experience at Ethan

Investments has honed your forecasting skills, making you

a trusted source of economic predictions in the financial

industry. Your dedication to staying informed about the

latest economic developments sets you apart as a reliable

and knowledgeable forecaster.

Note: The example uses fictional characteristics for privacy reasons. However, we feed the models all

names that were featured on the acknowledgement SPF lists.

The first approach is used in the main analysis and described in the main body of the paper.

The second approach (“Expanded Persona Prompt”) is involves crafting synthetic personas

using biographical narratives. We use OpenAI’s Assistant API to interact with a specialized AI

assistant designed for this task. Specifically, we employ the following system prompt:

You are designed to gather information on the background and biography of a professional
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forecaster who participates in the Survey of Professional Forecasters for the Federal Reserve

Bank of Philadelphia. Your task is to create a persona, with a maximum of 200 words, that

accurately represents their most important characteristics, forecasting expertise,

background, and overall persona. Do not reference them by name, but mentioning

associated organizations is acceptable. Each text should start with “You are ...". Use simple

words and easy-to-read text.

The assistant processes the biographical information obtained from each forecaster’s online

profile and generates a synthesized persona as output. This approach captures the essence of

the forecaster’s expertise and background without revealing their identity, allowing the LLM

to produce forecasts that embody the forecaster’s professional persona.

A.2 Comparison Across Models

We evaluate different AI models and settings to assess their performance in economic

forecasting tasks. These models represent combinations of:

• LLM Architectures: GPT-3.5, GPT-4, GPT-4o-mini, Llama-3.3-70B-Instruct-Turbo, and

DeepSeek-V3.

• Temperature Settings: 0 (deterministic) and 1 (stochastic)

• Persona Prompts: main and expanded prompts, as discussed in Section A.1

The results support the main conclusions from the paper and are available upon request.

B Forecast Reasoning

In addition to numeric predictions from our synthetic AI forecasters, we also gather

explanations about how each prediction was made using open-ended questions. These

explanations mitigate black-box concerns surrounding LLMs by shedding light on the

underlying processes through which AI forecasters form predictions.

We analyze these explanations using two different methods. First, we used LDA (Latent

Dirichlet Allocation), an unsupervised machine learning method that finds latent topics based
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on word co-occurrence.29 We configured LDA to categorize the responses into 9 categories

and then assigned topic labels based on the most common words in each category. Second, we

used GPT to analyze the responses. We provided GPT with a sample of responses and asked it

to identify distinct topics for categorization. Then, using the OpenAI API, we processed each

response individually to assign it one of these topic labels.30

Table A2: Comparison of Topic Distribution between LDA and GPT Methods

The table compares the topic distributions identified using Latent Dirichlet Allocation (LDA) and GPT-based topic
classification methods on the forecaster explanations for their predictions.

Topic
LDA GPT

Count % Count %

Monetary Policy 2,286 43.4 2,698 51.2

Consumer Demand 1,701 32.3 1,425 27.1

Economic Recovery 1,144 21.7 0.0 0.0

Labor Market 1 0.0 751 14.3

Fiscal Policy 0 0.0 286 5.4

Housing Market 5 0.1 68 1.3

International Conditions 131 2.5 14 0.3

Supply Chain 0 0.0 13 0.2

Commodity Prices 0 0.0 13 0.2

Total 5,268 100.0 5,268 100.0

As shown in Table A2, both methods identified Monetary Policy as the dominant topic,

accounting for 43.4% and 51.2% of documents in LDA and GPT analyses, respectively.

Consumer Demand was the second most common topic for both methods (32.3% LDA, 27.1%

GPT). However, there were notable differences: Economic Recovery was prominent in LDA

(21.7%) but absent in GPT’s categorization, while Labor Market was barely present in LDA

(0.0%) but significant in GPT’s analysis (14.3%). Other topics like Fiscal Policy, Housing

Market, International Conditions, and Supply Chain appeared with varying frequencies

between the two methods.

29 LDA uncovers hidden structures within the text, leading to more data-driven topics.
30 This method efficiently uses GPT’s pattern recognition abilities for systematic response labeling.
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